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Parallel processing is indispensable today – particularly in the field of natural sciences and engineering. Normal desktop users, however, can also benefit from higher performance through parallel execution with at least four calculation cores.

Programming tools such as MPI and OpenMP offer parallel processing features. It is easy to use these parallel language extensions, but using them efficiently is difficult because many algorithms cannot be rewritten for them. Languages such as Python and R also include parallel extensions, but these extensions were added on after the original language development and tend to be extremely slow when it comes to numerical calculations.

Many developers are looking for a language that is specifically designed with the intention of supporting parallel processing, and they want this parallel language to be easy to handle, with built-in features that facilitate parallelization and offer performance close to the blazing speed of C. A new language called Julia was developed to fill this niche (see the box titled "Julia Performance").

Table 1 shows some of the micro benchmarks for different programming languages and problems published on the Julia website. The values are normalized so that C is equal to 1 and smaller values indicate better performance. Julia has almost C-like performance for some of the micro benchmarks and is much faster than languages like R and Python.

Other examples confirm this performance edge. For instance, you can use either Python or Julia to calculate many square roots in a loop. The examples explicitly write the loop from:

```python
import math
import time
tstart = time.time()
for i in xrange(100000000):
    math.sqrt(i)
tstop = time.time()
print tstop-tstart
```

This loops needs about 10 seconds on the test system. The following Julia code executes exactly the same operations:

```julia
import Time
import time
tstart = time()
for i = 1:100000000
    sqrt(i);
end
tstop = time()
println(tstop-tstart)
```

This loop needs less than 0.1 seconds. The Julia code is therefore more than 100 times faster than the equivalent Python code. Multiple dispatch with function calls gives Julia extremely efficient code that is practically superior to any high-level language. Faster code in Julia can be achieved without any tricks like vectorization or outsourcing to C extensions. By contrast, such tricks are often necessary to speed up Python or R code.

Table 1  Micro Benchmarks
Hello Julia!
The current Julia version is available from GitHub[1]:

```bash
git clone https://github.com/JuliaLang/julia.git
```

Most Linux distributions also include Julia packages. Julia is a very young language that is constantly in development, so if you want the latest features, you should look for the latest developer release.

If you get the latest Julia source code from GitHub, you'll need to compile it using `make`. Compiling the code could take a few minutes – it should all run smoothly on most systems; however, the `README.md` file explains some cases where you need to manually readjust. After you compile, the `julia` binary files will appear in the root directory.

When you start it, you will see the Julia prompt shown in Figure 1. The dance starts when you enter a command at the Julia prompt. Programmers can try a Hello World example:

```julia
julia> for i=1:10
    println("Hello World ",i)
end
```

produces the following output:

```
Hello World 1 Hello World 2 Hello World 3 ...
```

Figure 1: Julia’s welcome screen right after the start.

Julia’s syntax is heavily based on MATLAB. For example, indexing arrays starts at 1, not at 0. The syntax of for-loops is also the same as MATLAB. See the official Julia documentation[1] for more on the basic language structure.

Parallel with Julia
To parallelize loops using threading, programmers break up the loop and assign a part of the loop to each of the system’s processors. The whole loop is processed faster because all the processors are computing in parallel. Another popular form of parallelization is distributed-memory parallelization, which involves calls for distributing both the computing work and the data.

Julia still uses another approach – a master-worker architecture or a one-sided-message passing. A process (the master) gives instructions to other processors (slaves). Programmers therefore only need to explicitly manage a process. The whole Julia parallelization is based on two main structures: remote references and remote calls.

A remote reference refers to an object that is connected to another process. For example, the result from a computation provided by another process can be used locally by using a reference. Similarly, a remote call is a call that allows a function to be executed by another process. Programmers can let any number of Julia functions be executed via remote call by any number of processes. All other parallel language structures in Julia use remote references and remote calls to deal with parallel tasks.

To operate Julia in parallel, users need to inform the program at the start how many processes should be started. If, for example, the machine has four processor cores, it could start four processes using the following:

```bash
./julia -p 4
```

You could also start more processes, although this wouldn’t see any improvement in performance if you only had four physical cores.

You can add processes on the fly using the `addprocs()` function. Each process has an ID – the first master process is assigned ID 1. All worker processes have IDs higher than 1. The `myid()` function returns a process’s ID.
Julia can also run in parallel on whole clusters of computers. A parallel cluster requires a password-free SSH environment. Julia then adds individual cluster computers using the `machinefile` option.

Anyone wanting to have a task executed by a particular process needs to use the `remotecall()` low-level function:

```julia
julia> result = remotecall(3, +, 2, 2)
RemoteRef(3, 1, 6)
```

The process with ID 3 calculates $2 + 2$, a trivial example. However, the immediate response isn't the result, but rather a remote reference (RemoteRef), because the result isn't available locally as process 3 calculated it. To receive the result, you must first collect it from the remote process via `fetch()`:

```julia
julia> fetch(result)
4
```

As mentioned earlier, `remotecall()` is a low-level function. If it doesn't matter which process executes, you can use Julia's `spawn` macro to send tasks to other processes. The `spawnat` macro also makes it possible to specify the process. For example,

```julia
julia> @spawnat 2 rand(10,10)
```

creates a random matrix through process 2, and

```julia
julia> @spawn rand(10,10)
```

leaves the choice of process to Julia. Depending on the algorithm and problem, programmers can therefore decide whether to perform the process distribution themselves or to leave it totally to Julia.

It is usually easiest to let Julia get on with it. `spawn` also only returns a remote reference, which then again requires a `fetch()` call to collect the result:

```julia
julia> result = @spawn 2+2
RemoteRef(2, 1, 6)
```

Calling `remotecall()` or `spawn` doesn't guarantee that the immediately-returned remote reference will also contain the result. Only `fetch()` ensures this. For example, `spawn` could start a complex and lengthy computation using another process. Nevertheless, `spawn` won't initially block anything.

However, `fetch()` can only deliver the result once the calculation is also finished. That means it is `fetch()` that then blocks for a time and the local process waits until the result is available.

### Distributed Objects

Julia also offers the possibility to directly generate distributed objects. This feature is particularly helpful when working with large matrices. Julia makes available distributed arrays that are of type `Darray`. To use these arrays, users first need to install the necessary package through the internal package management (`Pkg`):

```julia
julia> Pkg.checkout("DistributedArrays")
```

This command downloads and installs the `DistributedArrays` code. You can get an overview of all installed packages using `Pkg.status()`. If updates for packages are available, you can easily install them using `Pkg.Update()`. To use distributed arrays, you need to ensure that all processes load the package:

```julia
julia> @everywhere using DistributedArrays
```

The `everywhere` macro loads the package via `using` and ensures that it is available to all processes.

Julia offers numerous ways to generate distributed arrays. The easiest way is using the following functions:

- `dzeros(100, 100, 10)`
- `dones(100, 100, 10)`
- `drand(100, 100, 10)`
- `drandn(100, 100, 10)`
- `dfill(x, 100, 100, 10)`

These functions provide distributed arrays with the specified dimensions and characteristics. For example, `dzeros` provides an array filled with zeros. Julia sorts all this work out: The individual matrix elements are then distributed to the various processes and initialized.

Julia provides other useful functions for working with distributed arrays. The `localpart()` function, for example, returns part of the array that is assigned to the local process. `localindexes()` analogously returns the indices of the local part of the array.

If the local process is supposed to edit a distributed array, programmers can use `convert()`. `distribute()` converts a local array into a distributed array (i.e., the function distributes the array's data to the existing processes).
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